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Abstract

Unbalanced data for independent groups is a common problem in agricultural research on the
basis of organized experiments. These data can be easily analysed using linear mixed models.
The main problem with the study of unbalanced data that contributes to heterodcedesity models
is that many approaches are available and decision-making between them can be difficult. This
article deals with the weighted least squares (WLS) method of estimation when cell variances are
not equal to the estimators of the mixed model using a form of proportionality condition for the
size of the cell sample using a harmonic mean. Special emphasis is given to the independent group
design (IGD) on the presumed mixed model and the variability of the data due to unbalanced data
in the environmental conditions of the experiments. Estimators of the parameters for this model
are calculated to be independent of the weights under this condition. Approximate tests are used
when cell variance is known. Initial samples include estimators of cell variances for unknown
cell variances, which are used for the analysis of final samples along with correction or bias where
necessary. In addition, the procedure is applied to the actual data set used to illustrate the method.
Keywords: Unequal cell variances; Heteroscedasity; Weighted least square (WLS);
Proportionality condition; Adjustment for bias.
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1. Introduction

For the usual analysis of variance balanced models, the error variance is assumed to be
constant. But it may sometimes happen that the error variance may be vary from one group of
observation to another when model is unbalanced. Talukder (1978) gave a general block design
with a heteroscedasitic model of examples of heteroscedasitic errors for cells. Some authors have
dealt with this kind of models, for example, Bhuyan (1984) investigate the problem of combined
analysis of a group of experiments with the heteroscedasity of error term. Notable among many
other researchers are Bhuyan (1984), El-Saeiti (2004), EI-Saeiti and Shamia (2006), and Shamia
and El-Saeiti (2007). Talukder (1993) gave a general method of analysis of the weighted least
squares (WLS) for factorial designs with unequal cell variances. It has been shown that if cell
sample sizes are proportional to cell variances, the same proportionality (constant) value is used
for all cells, then WLS parameter estimators can be easily obtained as the ordinary least square
(OLS) method. This type of proportionality condition may lead to balance data. In addition,
Shamia (1991) investigates this method for ordinary factorial designs such as crossed-nested and
split-plot designs. El-Saeiti (2004) describes how to deal with an empty cell problem when the
cells interact. The design of an independent group is an inter-subject design. The design that
allows certain variables to be measured between participants in environmental conditions and
others between participants may be the best approach to some research issues. A researcher
wishing to compare several types of treatment may choose a mixed design and use a randomized
group design in which participants or subjects in each group (or condition) of the experiment are
randomly assigned to two or more groups. The participants in one group have absolutely no ties
or links to the participants in the other group. See; Kirk, R.E. (1995), Dean and Voss (1999),
Anderson (2001), and Ryan (2007).

In this present article, the same way for independent group design (IGD) for unbalanced data
using the harmonic mean of cell variances can be considered due to differences to that groups.
The case when each group is applied to different numbers of group-experimental units is
discussed. In addition, it is assumed that the set of treatments is nested with each group-
experimental unit usually occur because of lost data.

For unknown cell variances, sample are drown in two stage. Initial samples provide unbiased
estimators of cell variances, which are used in WLS estimation and then carried out for analysis

of variances of final sample, along with some adjustment for bias wherever necessary.
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2. Statistical procedure
Suppose that there is a particular raw material which is available in independent batches in
different places or regions that are not large enough to allow all treatment combinations to be run

from the same batch. However, if there is a batch contains enough material withn,, replicates

using a separate batch of raw material. The model of such crossed-nested design (three-stage

independent group design) with unequal cell variance is given by:

Yijg =H T & + B +(@B)y + Ve T+ € (1)
i=12..a, j=12..b, k=12..c, 1 =12..ngy,
Where y,, is the observed number from I-th level (replication), x is the overall mean, «; is the
effect of the i-th level of factor-A as an independent group, g, is the effect of the j-th level of
factor-B, (ap); is the effect of the ij-th interaction between A and B as factor-(AB), 7, is the
effect of the k-th nested within ij-th interaction as factor-C(AB), and ¢, is the error term (E)
which is NID(0,5%,,)-

Specifically, we assumed that factor-A is random, factor-B is fixed, factor-(AB) is random,
and factor-C(AB) is random too. This is known as the mixed model structure. The model (1) can

be written as
Vi = 1+ B, +€,*(ijk). (2)
Where, {u+ ﬂj} is the fixed part of the above model with the constrain:
%”(ij)kw(ij)kﬂj =0, and iy, = a; + (@) + Vi + Eing
is the random effect part of the model with
a,~NID(0,57), (ap); ~NID(0,%202)),

Yy ~ NID(O, aj(aﬁ)), and Eigig ~ NID(O,G(Zij)k).

Now let us suppose that

(l/U(zij)k) h 2 v h [l. J
Wi = e 22— = (0" = oo
PSSy e,y ac P abc(ng,
7K

Due to Hartmink et al. (2002), where, 7 is the harmonic mean of the cell variances, and we assume

that ny, =405, is the proportional condition. For more details, see Shamia and El-Saeiti (2019).
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Here, 4 is the level-specific proportionality constant which varies with the levels of the factor-
A. This constant produces orthogonality and partial balance. Such proportional condition is
equivalent to n;, =4, o- i) For more details of subject, see Searle (1971), Speed et al. (1978),

Shamia (1991), and El-Saeiti (2004).
By minimizing the WLS due to the error term under the usual constraints for model (2), the

estimators of parameters are shown as

M=y and =@, -7 )

Where
_ c yijk_. - a ﬂ,yj _ a b c ﬁ,y,jk a - 1a

_ — L, — i ";and = y /10:72%:
fmE iRy osinigghend st L

(]

The sum of squares (SSq) for any effect (main or interaction) can be obtained by the usual method

by taking the sum of products from the effect estimators.

SS(A) = ii%nuk Wik @, = ziﬂi (v.-v.)%
ij i

SS(B) ;izi:::z::nukwukﬁ /102()/, _y )2

SS(AB) = Zlalzl::% i Wi (aﬁ = 72?:2‘::]~i(yij”_ Y.~ y,j_.+ y.u)z’ SSC(AB) = i?% M Wi yk(”)
SS(E) = SS(T7) - R(1s) — SS(A) — SS(B) — SS(AB) — SSC(AB).
Where

A 3

* a b c Nik >
Ss(T) = abczgguz(/li/n”k) Yiga: and

ER(,U) = TZI:ZJ:Z/LY = *ﬂ.oy

In the case of known Welghts the sum of the squares is distributed independently as »? with
respect to their degrees of freedom (a-1), (b-1), (a-1)(b-1), (c-1) and (N-abc) respectively.  The
expected mean square ems's Of the three-stage independent group design (IGD) are:

b

2

EMS(B)—i(b D Lo L3 Zlﬂj +CU0U3O'121/1+UOU30‘§(aﬁ)+U01
i=

EMS(AB) = ¢ vov2 6%+ 0002 62+ 00!
EMSC(AB) = o167y + L0 ?
EMS(A) =bcy, vooi+vo Vaoies+tve and EMS(E) = o -

Where

- i, s 1){[/1 ~S ]//1} and 03:{(2/1?)//10}.
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It is observed from the above results that an approximate F-test due to Satterthwaite (1946) is

required to be tested, if sometimes required, is given by

Fo=[MS(A)~0]*0, / [MSC(AB) ~Us]*V; ~ T4 [,

with

p.=IMS(A) - /[MS(A)*/a-D+U5 /(N -abc)], and  p,=[MSC(AB)-u;J* /[MSC(AB)* /ab(c ~1) + U] /(N —abc)].
The exact F-test with appropriate denominator for testing .5 =0 v j-12. IS
Fi=[MS(B)-0,1*0; /IMS(AB) ~U)J*Us ~ T o p,;p,]

with

p.=IMS(B) -1 /IMS(B)* /b -1+ U5 (N-abd)l,  and  p,=[MS(AB)-U,I" /[MS(AB)" /(a~1)(b~1)+ U5 /(N —abc)l.

For testing the interaction between factor-A and factor-B = Hy':6%, =0, we have

ng =[MS(AB) -, 1* U, /[MSC(AB) —“U]*0, ~ f a,[p;ip,y]t Wlth
p,=[MS(AB) -1, /[MS(AB)’ l(a-1)(b—1) + U} /(N —abc)], and  p,=[MSC(AB)-U,]* /[MSC(AB)*/ab(c 1) +U; /(N —abc)].

For testing the nested factor-C within the factor-AB - Hy:o2 =0, We have

Fo = MSC(AB) /' MS(E) ~ f ; [ab(c-1):(N-abc)]:

For the random part, the estimator of variances are

.o _ [MS(A) - 0,]* U, ~[MSC(AB) - U,]* 0, .. _ [MS(AB) -0, ]* L, ~[MSC(AB) -1, ]*L,
7 {bcouo} o {cv.v0.} ’

and

G2 = MSC(AB) - MS(E)
S O

3. Analysis when Cell Variances are Unknown
In practice when cell variances are not known, these are estimated in two stages. At the first
stage, an initial sample of constant size, ,,, is selected independently for every cell as follows
N, ~
6'(2ii)k = S(Zii)k = Igl(yijkl - yijk_)z / (N, = 1);
i=12..,a j=12..b k=12...c

The actual sample sizes for the cells are then determined by using the estimated variances

T NGk

in place of actual ones in the proportionality condition.
For our design constant ,,, we have

Ngy =186y 1=12...a

If the final sample is greater than the initial sample size, then the diferences (ngjx - No)

additional observations are to be drawn independently for that cell at the second stage. If not, the
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effective final sample is taken at random from initial sample for analysis by the WLS estimation.
The analysis is then carried out as before using an adjustment as follows.

The estimated design constant ; can be adjusted for bias using the following relation given

by Meier (1953).

Loz m?).
Where % is a rational function having no singularities for xi, and mi. xi is distributed as a 2 ,

1=1,2,...,p.
Thus

is free from bias of order (1/ my) and thus estimate actual value R(11...1) is more closely. In

practice, population variance in 5z /5x] are to be replaced by the corresponding sample

all x =1

variances.

In our case, it will be convenient to define quantities x;j, by (s:/,z), the ratio of estimated

variance based on N to the actual variance.
ij

1 abc
R(Xp115 X120 Xabc) :{ﬁééé(& /Xijk)}

and  w@1i..1-; -

Applying the above relation, the adjustment of ; is given by

i(adj)%{l%i L }

bc sk (ng, —1)

The ijk-th estimated weight, &, . - (10 )x,.07, 1S the function of only variable, xi . Hence the
same adjustment above applies to g, . The final cell sample sizes are then obtained by using the

adjusted ; where ngji(adj) is taken as the nearest integer.

A
In the case of unknown cell variances, the analysis may be performed for final samples using the
approximate design constant along with the bias adjustment, where possible, for the number of

squares and other statistics. Since ; has different values for different cells, so the adjustment

estimate is to be applied to an average of these values. For extensive details see Shamia (1991),
Talukder (1992).
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4. lllustrative Example

The data used in this article were corrected for the first lactation period (305 days) of the cow
experiment to be discussed below, in which a large amount of the intended data was lost as a
result of age groups being mistakenly discarded under three herds (Elhwari, EImotkamela, Rahba-
2) randomly selected from seven herds in the Benghazi region. In fact, the records for each herd
were made separately by a number of imported cows, on average, of milk every 15 days two times
a day (2x) over the years (1999-2000). Dates of milk production (in 1000 liters) are grouped
according to three different age groups, where nested at random, under fixed seasonal effects
(Summer, Autumn) El-Tajory (2003).

To analyze these data, first of all, we calculated the estimated cell variances s, x10* for

different cell sample sizes. The results are given in Table-1.

Table-1: Summary results of estimated variances.

Summer Season

Elhwari
Ages 15-24 24-30 30-44
Nijk 10 48 26
S(Zij)k 225.344 645.302 373.163
Elmotkamela
Ages 17-24 24-30 30-54
NGijk 7 20 13
sz 7
(iik 140.812 420.15
749.855
Rahba-2
Ages 22-24 24-30 30-43
N(ij)k 5 19 14
) 6 5
S(ij)k 101815
655.636 589.902

Atumun Season

Elhwari

Ages 21-24 24-30 30-39

N(ijk 15 98 75

S(Zij)k 508.491  752.532 649.960
Elmotkamela

Ages 22-24 24-30 30-45

N(ijk 10 71 38
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s2 7 1

(i)k 841.606

75.150  278.879

Rahba-2
Ages 20-24 24-30 30-34
NGijk 39 78 64

5 8
Stiik 6 51.972 748.111

80.027

From Table-1, it can be estimated proportionality conditions:
5,-7.00x10°%1 3,-3.00x105, and

4,=5.00x105 _  ; _500x10° Where

7 =3.70x10°.

Summary results of ANOVA can be written in Table-2.
Table- 2: ANOVA table.

Source of af Sumof Mean F
Variation "' Squares Square ’

Herd (H) 2 5.02x10° 251x10°  9.506

Season (S) 1 5.55x10* 5.55x10* 0.010
HxS 2 1.08x10* 5.40x10%®  2.22 x10%
Age (HS) 12 5.54x10* 4.61x10® 2.40 x10~3

Error 632 .74x10° 1.92x107 -

From Table-2 for testing hypothesis the factors; To test the hypothesis H!: o2 =0.

We have,

F, =9.506> f =6.94.

0.05(2,4)
Then we reject 1! at 5% level of significant, that is, Herds variability highly differ significantly

from zero. This means that, the variant-to-variant purity variation is not null between the three

groups of Herds. So that

A2 _[MS(A)-0,]*U, ~[MSC(AB) - ]*V; _ g 3. 104

Ga {bcuoull)z}
Again to test the hypothesis Hi: 5 =0 v j-12.

F(;i —0.010<1.000.
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Then we can not reject"|0

. That is, Seasons not differ significantly. Therefore, there is no
significant difference between summer and autumn of milk production in cow’s projects.
For testing pi 102, =0,

F"=221902 > f = 26.275.

0.005(2,4)

Then we can not accept Ho' at 0.5% level of significant. That is, the interaction variability between
Herds and Seasons differ significantly from zero. So that

- U *U - -0 *U

{cov v}

Finally for testing ni:62,, -o0.
F" =2.40.x10"° <1.000.

Then we cannot reject HY at 5% level of significant, that is, the Age of cow within the Herds and

Seasons variability not differ significantly from zero.

5. Conclusion

Researchers using an experimental design sometimes classify participants into groups using
a median split or extreme group's procedure, but others use analyses that allow them to maintain
the continuity of the measured participant variable. In either case, causal inferences may be drawn
only about the variables in the design that were experimentally manipulated. In this design
participants are divided into entirely separate groups on the basis of random allocation, meaning
that each participant has an equal chance of being allocated to either the experimental group. An
independent groups design is where the independent variable is operationalized by having
different groups of participants take part in the experiment in each condition.

Crossed-nested classified data with unequal replications or unbalanced factors can happen
if there are missing data. This missing which leads to a result of unbalanced data are considered
as the main reason for the problem of heteroscedastic models. The control is that the final cell
sample sizes should be made proportional to the respective cell variances.

Resent development in mixed model theory have been implemented in major studies. Special
emphasis is given to the independent group design (IGD) as it contains on random factor as groups
or regions.

This study attempts to investigate the theoretical side of such design analysis in the case of
unbalanced model in the situation where approximate methods such as unweighted means are

inappropriate. It was examined by using proportionality condition on cell sample size using
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harmonic mean for variances the cell to get the weighted value to translate the model from
unbalanced into the partial balanced form as exact method.

By studying, the independent group design we provide a modification of the analysis of
variance method. The results from adjusting (reduction) of sum of squares have been exercised
by using example of real data where the problem was obvious. The results proved the capability

of this adjustment of analysis as it compared with no adjustment of analysis.
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